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A new statistical testing for random numbers
and its application to some cryptographic problems.
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We address the problem of testing the hypothesis H0 that
the letters from some alphabet A = {a1, a2, . . . , aK} are dis-
tributed uniformly (i.e. p(a1) = p(a2) = . . . = p(ak) = 1/K)
against the alternative hypothesis H1 that the true distribu-
tion is not uniform, in the case when K is large.

First, let us explain the main idea of the new test. Let
there be given a sample which can be used for testing. The
sample is divided into two parts, which are called the train-
ing sample and the testing sample. The training sample is
used for estimation of frequencies of the letter occurrences.
After that the letters of the alphabet A are combined into
subsets A1, A2, . . . , As, s ≥ 2, in such a way that, first, one
subset contains letters with close (or even equal) frequen-
cies of occurrence and, second, s is much less than K (say,
K = 220, s = 2). Then, the set of subsets {A1, A2, . . . , As}
is considered as a new alphabet and the new hypotheses
Ĥ0 : p(A1) = |A1|/K, p(A2) = |A2|/K, . . . , p(As) = |As|/K
and Ĥ1 = ¬Ĥ0 are tested based on the second (’testing’) part
of the sample. Obviously, if H0 is true, then Ĥ0 is also true
and, if Ĥ1 is true, then H1 is true. That is why this new test
can be used for testing the initial H0 and H1. The idea of
such a scheme is quite simple. If H1 is true, then there are
letters with relatively large and relatively small probabilities.
Generally speaking, the high-probable letters will have rela-
tively large frequencies of occurrence and will be accumulated
in some subsets Ai whereas low-probable letters will be accu-
mulated in the other subsets. That is why this difference can
be found based on the testing sample. It should be pointed
out that a decrease in the number of categories from large
K to small s can essentially increase the power of the test
and, therefore, can essentially decrease the required sample
size. For example, let the number of categories K is even and
let H1 is as follows: p1

i1 = p1
i2 = . . . = p1

iK/2
= (1 + δ)/K,

p1
i(K/2)+1

= . . . = p1
iK

= (1 − δ)/K , where δ ∈ (0, 1),

{i1, . . . , iK/2}
⋃
{i(K/2)+1, . . . , iK} = {1, . . . , K}. It turns out

that the new test can be successfully applied when the total
sample size is O(

√
K) instead of const K for usual χ2 test.

Claim 1. Let the new test be applied for testing H0 and
H1. Then, for each δ ∈ (0, 1) and α ∈ (0, 1) there exist such a
training sample size m(δ) and a testing sample size n(δ) that
i) (m(δ) + n(δ)) = O(

√
K), ii) the level of significance of the

test is α and the Type II error is less than 1/2.

The natural question is why the case of large alphabet size
K can be interesting. It turns out that there exist such ran-
dom bit sequences x1x2 . . . which, from the one hand, are very
far from truly random and, on the other hand, the distribution
of the words x1 . . . xs, xs+1 . . . x2s, x2s+1 . . . x3s, . . . is uniform
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for relatively large s. (We call such processes two-faced. )
Hence, if a test is designed for two-faced processes testing, it
must deal with the relatively large word length. Therefore,
the alphabet contains all s-bit words and the alphabet size
K (= 2s) grows exponentially when s grows. It worth not-
ing that two-faced sequences are often met in cryptography.
For example, in fact, pseudorandom number generators are
designed to generate such sequences [1, 2].

Claim 2. For each integer k ≥ 1 and ε ∈ (0, 1) there
exist such processes T (k) and T ∗(k) that the k-order Shannon
entropy (hk) of the processes T (k) and T ∗(k) equals 1 bit per
letter whereas the limit Shannon entropy (h∞) equals ε.

The processes T (k) and T ∗(k) are Markov chains of con-
nectivity (memory) k, which generate letters from {0, 1}.
Let π be such that −(π log2 π + (1 − π) log2(1 − π)) =
ε. The process T (1) is defined by conditional probabilities
PT (1)(0/0) = π, PT (1)(0/1) = 1 − π (obviously, PT (1)(1/0) =
1 − π, PT (1)(1/1) = π) and the process T ∗(1) is defined by
PT∗(1)(0/0) = 1− π, PT∗(1)(0/1) = π. Assume that T (k) and
T ∗(k) are defined and describe T (k+1) and T ∗(k+1) as follows
PT (k+1)(0/0u) = PT (k)(0/u), PT (k+1)(0/1u) = PT∗(k)(0/u),
PT∗(k+1)(0/0u) = PT∗(k)(0/u), PT∗(k+1)(0/1u) = PT (k)(0/u),
for each u ∈ {0, 1}k.

We applied the adaptive chi-square test to ciphered English
and Russian texts. Apparently, the problem of constructing
tests which can distinguish ciphered texts from random se-
quences can be considered as a good example for estimation
of a power of statistical tests, because, on the one hand, it is
known that ciphered texts cannot be completely random in
principle and, on the other hand, the ciphers are constructed
in such a way that the ciphered sequences should look ran-
dom. (As much as possible). Besides, this problem is of some
interest for cryptography [2].

The texts were combined in large files and each file was
ciphered by Rijndael (AES) with 128-bit block length in such
a way that one key was used for ciphering of all blocks from
one file. Then we took 40 files of texts in English and 40 such
files in Russian. Each ciphered file was tested for randomness
using the new algorithm and the usual chi- square test. The
power of the new test was larger than of the usual chi- square
test, in spite of the fact that the maximal number of rejection
was taken, when the usual chi- square test was applied (the
maximum was taken over all possible block lengths). When
both tests were applied for testing ciphered 512000− byte files
in English, the hypothesis H0 was rejected 28 times by the new
test and 8 times by the usual chi- square test. For Russian
texts the numbers of rejections were 24 and 5, correspondingly.
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